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1 Introduction

1.1 Radiative Transport Equation

The radiative transport equation (RTE)

S-Vu+/<au:f+/ ouds’

St

is a steady state continuity equation describing the conservation of radiative intensity
in an absorbing, emitting and scattering medium. Let us assume that the following

quantities are known at all locations (z,y) € Q := [0, L;) x [0, L) and for all directions
seSti={seR?| s =1}:

e absorption coefficient & (z,y,s) € R
e source term f(x,y,s) € R
e scattering kernel o (x,y,s,s’) € R

Then, the above equation allows us to find the unknown radiative intensity u as a
function 2 x S — R, which is the problem at the heart of this bachelor thesis.

Although the RTE looks simple, standard numerical techniques for solving it do not
perform well for two reasons:

e The transport term s - Vu leads to ill-conditioned systems of equations.

e With the dimension of the domain of u being 3 in 2-dimensional physical space
and 5 in 3-dimensional space, the problem is fairly high-dimensional.

Both of these points make the accurate numerical solution of the RTE very costly or
even impossible due to memory and compute power limitations of today’s hardware.
But there is hope that they can be mitigated by discretizing the RTE with a novel class
of basis functions called ridgelets. This bachelor thesis investigates the benefits and
drawbacks that come along with such an approach.

1.2 Ridgelets

At the most superficial level, a ridgelet is a function which “looks like a ridge”, i.e. a
function which is located along a line orthogonal to which it oscillates heavily and along
which it varies only little (see Figure 1.1a for an example). Obviously, if we have several
such ridgelets with varying locations, directions and widths, we can nicely represent
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(a) An example ridgelet in real space (b) A similar ridgelet in Fourier space
(Green denotes 0) (Blue denotes 0)
Figure 1.1

a function whose features are located along curves by a linear combination of some
(possibly few!) of them. Solutions of the RTE typically fall into this category of nicely
representable functions as the variations along the transport direction are smoothed out
while the ones orthogonal to it are not.

For the purpose of this bachelor thesis, this real space characterization of ridgelets is
useful for getting an intuition on why ridgelets are well suited for a discretization of the
RTE. If one wants to do some real work with these functions, however, a characterization
in Fourier space comes in handier: In Fourier space, a ridgelet is located at some line
along which it has a length of O(27) while orthogonal to it its width is bounded by some
constant independent of j (see Figure 1.1b). To any reader familiar with the notion of the
Fourier transform it should be obvious that the real and Fourier space characterizations
are roughly equivalent and that the two lines along which the ridgelet is located in real
and Fourier space respectively are orthogonal to each other. In order to have efficient
methods that express a given function as a linear combinations of ridgelets, and that
transform these coefficients back to the original function, some more assumptions on the
Fourier space support of the ridgelets have to be made, but these will be developed in a
later chapter.

As was already hinted at, one advantage of the ridgelets is that solutions of the
RTE typically can be well approximated by a linear combination of only few ridgelets.
Therefore, ridgelets can alleviate the memory and also the compute power problems
which are caused by the high dimensionality of the RTE. The other advantage is that
there exists a preconditioner for the linear system of equations that arises from a ridgelet
discretization of the RTE that has been proven [1] to bound the condition number by
some constant independent of the number of ridgelets that are used for discretization.
In combination, these two points thus make ridgelets the perfect candidates for the
discretization of the RTE.



2 Preliminaries

2.1 Discrete intervals

Throughout this document, we will be working with functions sampled on equispaced
grids over an interval. Therefore, it is useful to have some notation at hand to easily
specify such a grid which we named a discrete interval.

Definition 2.1.1 (Discrete intervals). Let a,b,c € R and a < ¢, 5% € Z=". Then,
[a:b:c]:={a,a+b,..,c—b,c}

If b is omitted, then b = 1 is meant. Both the opening and the closing square brackets
can be replaced by parentheses and if done so, the last point at the respective end is
excluded from the set.

Example 2.1.2. [0:0.5: 2] ={0,0.5,1,1.5,2}, whereas [0:0.5:2) = {0,0.5,1,1.5}

2.2 Sobolev spaces

Sobolev spaces are an important tool to measure the smoothness of a function. For our
purposes, we will need a definition which is slightly different from the one usually given.

Definition 2.2.1 ((Periodic) Sobolev spaces). Let k € Z>° L,,L, € R”? and Q =
[0, L) x [0, L,) some rectangular domain. Then, the Sobolev space H* is defined as

{f eV | / 8,€m8kyy drdy < oo Vkg ky € Z7°, ky ky < k}

where V is the space of periodic functions 2 — C.

We differ from the usual definition in that k., k, run over k., k, < k instead of k,+k, <
k. Also, for convenience we implemented the condition that our functions be periodic
directly into the definition of the Sobolev spaces.

2.3 Fourier Transform

Although we expect the reader of this document to be familiar with the notion of the
Fourier transform and its basic properties, we will nevertheless repeat them here. The
reason for this is that there are at least three different variants which all go by the name
of “Fourier transform”, and each of these variants has still some subvariants depending



on the sign of the exponent and where the normalizing prefactor goes. This multitude
of Fourier transforms often leads to confusion and even errors once results from different
conventions are combined. Therefore, the objective of this and the next section is to
precisely define the two conventions used in this report and prove that some results
known from general Fourier theory still hold in these specific conventions.

Definition 2.3.1 (Fourier transform). Let L,,L, € R>° Q = [0,L,) x [0, L,) some
rectangular domain and f : Q@ — C a function. Then, the function F[f] : Z? — C given
by

1

L.L,

is called the Fourier transform of f.

Fl@,9) =

/ flayy)e T 4y gy
Q

Definition 2.3.2 (Inverse Fourier transform). Let L, L, and 2 be as above and fe
7Z? — C a function. Then, the function F~1[f] : Q — C given by

f_l[f](l’,y) = Z f(iyﬁ) eQTFi(iﬁ_Fg%)

(,9)€2?

is called the inverse Fourier transform of f.

Note that F~1[f](z,y) is actually defined for all (z,y) € R? and that F~![f](z —
NgLg,y — nylLy) = Ff](z,y) holds for all (ng,ny) € Z?. Therefore, the natural
domain of definition of F~1[ f] would be the periodic extension of € to the whole R
When we later deal with translations of real space functions, we will have to assume
this point of view for all real space functions f : 0 — C as otherwise an expression of
the form f(x — tg,y — t,) might not be defined because (z — t;,y — t,) lies outside of
Q). However, it would be too tedious to keep repeating that point whenever the need
arises, thus in future we will just tacitly assume that whenever a function f is defined
as f: Q — C, its actual domain of definition is the periodic extension of €2 to the whole
R2.

Although important, the following point is somewhat technical and we assume it to
be generally known. Therefore, we present it simply as a fact without any proof or
reference.

Fact 2.3.3. The Fourier transform and inverse Fourier transform are (essentially) bi-
jective.

The “essentially” has to be added because the correctness of the above statement
depends of course on what function spaces you choose as the domains and ranges of the
Fourier transforms. There are some theoretical issues to be considered when choosing
these spaces (see e.g. [4, Satz V.2.8] where the above fact is proven for the case of
Q) = R?), but these theoretical subtleties are of little concern in practice. For the purpose
of this report, it is thus good enough to assume that the above fact simply holds for all
“reasonable” functions, i.e. functions that appear in a physics related context.

Let us now show that the usage of “inverse” in the Fourier transforms is really justified.



Theorem 2.3.4 (Inverse property of Fourier transforms). (Under some weak condi-
tions,) the Fourier transform and inverse Fourier transform are inverse to each other,

ie. FoF 1=FloF=1

Proof. Let L, Ly, and f be as above. Then,

FEAed) = o [ | feoa) R ) ) g,

(9,0) €72
= f(&,9)

where in the second line we have assumed that the integral and the series commute.
The other direction, i.e. F~! o F =1, follows by 2.3.3. O

We conclude this section with three basic results which will be used later.

Theorem 2.3.5 (Fourier transform of translation). Let Ly, Ly, be as above and f :
Q — C a function with periodic continuation to R?. Then, we have

FUC — ter — ,)](3,9) = e 2 CEHIED) 7112, 9)

Proof.
1 —2mi (-2 +g-L
FIC 6@9) = - z e B 4 gy
7271.1 xw"rta: +yy+tz)
dr d
I, L vy

— M”Ly’ FIf)(, )

O

Theorem 2.3.6 (Plancherel formula). Let Ly, L,,Q be as above and f,g : 2 — C.
Then, we have



(2,9)€Z? (0,w)€Z?

= LL, Y FlfG.0) FleG5)
(z,9)€Z?

Again, we have assumed that the integral and the series commute. O

Theorem 2.3.7 (Decay of Fourier coefficients). Let Ly, L, € R? and f : [0,L;) x
[0,L,) — C in the Sobolev space H* k > 1. Then,

FI@) =0 (7 ) or oo

Proof. By partial integration of the integral over x, we get

1 Ly plLa i (4% Y
/ floy)e 0L 4r gy

FLUNE,9) =

L Ly
-z / | fany) SLe @[
0

L,L, omic .
=0
Laof —Ly —ormi(z-=4g-L
~ |2 2 t92) g | d
0 Oz (=, )271'2'566 B e

1 1 (B [le oy —omi (82 L)
- 97 2Ly de d
L, 2rid /0 . ap e Ty

The underbrace vanishes because the two terms for z = 0 and x = L, are equal as f is
assumed to be periodic. By doing the same steps also for y, we get

N T T T T



Since f € H* k > 1, the integrals are bounded, thus
FIAl@0) =0 (=
L,Y) = 0

If £ > 1, then aa%a}; € H* 1, thus we can repeat the above steps and eventually get

FIfl(@.5) = O (x,}yk)

2.4 Finite Fourier Transform

While the above definition of the Fourier transform provides a solid basis for theoretical
work, it is useless if one wants to use it on a finite computing machine because of the
integrals and the series. Therefore, what is needed is a finitely computable approximation
to the ideal Fourier transform.

Definition 2.4.1 (Finite Fourier transform). Let L., L, € R>°, N,, N, € Z=V,

L [ L
QF:[O:N‘::Lx>>< O:y:Ly)
an equispaced rectangular grid,

e R HEe e EA R = HEr ]

a part of the Fourier space and f : Qp — C a function. Then, the function ft[f] : Qr —

C given b
& Y 7271’1 (84 +Qi)
Z f(z.y)e g

te[f](2,9) =

is called the finite Fourier transform of f .

It is worth noting that ft corresponds to a trapezoidal rule approximation of the
integral in the definition of F.

Definition 2.4.2 (Inverse finite Fourier transform). Let L, L,, Ny, N,, Qp and QO as
above and f : Qp — C a function. Then, the function ift[f] : Qp — C given by

selilia) = 5 a0 O

is called the inverse finite Fourier transform of f.
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Instead of restricting ift[f] to Qp, the above formula would also allow to define ift[f]
as a function [0, L;) x [0, L,) — C. In that case, we would have

ift[f)(z,y) = FZ[f] V(x,y) €[0,Ls) x [0, Ly)
where Z is defined as follows.

Definition 2.4.3 (Zero padding operator). Let Qp and f be as in Definition 2.4.2.
Then, Z[f] : Z?> — C is a function defined by

f@.9) (2,9) €Qp
0 otherwise

Z[f)(&,5) = {

and the symbol Z is called the zero padding operator.

Later on, we will also need an operator undoing the effect of Z, which for symmetry
we introduce already here.

Definition 2.4.4 (Cutting operator). Let Q2 be as in Definition 2.4.2, and f : Z? — C.
Then, C[f] : Qr — C is a function defined by

and the symbol C is called the cutting operator.

The advantage of defining ift the way we did is that only in this case the transform
is truly finitely computable and all of the later statements about properties of the finite
Fourier transforms are correct. On the other hand, for the purpose of error estimation it
will be useful to assume the “continuous” (meaning defined on a non-discrete set) view
on the ift.

Having defined the finite Fourier transforms, we need to check again that the usage of
“inverse” in the inverse finite Fourier transform is really justified.

Theorem 2.4.5 (Inverse property of finite Fourier transforms). The finite Fourier trans-
form and inverse finite Fourier transform are inverse to each other, i.e. ft o ift =
iftoft =1

Proof. Let Ly, Ly, Ny, Ny, QF, Qp and f as above. Then,

ft[ift[f]](fc,y) = NlN Z Z f(@,w) Q27 (05 +i) o 2m (@ +07)
Y (zy)eQr (0,0)eQtp
_ po ooy L 2 ((0—8) £+ (6—2) 72 )
- ZA f( ’w) N:):Ny Z (& L Ly
(D,w)eQR (z,9)EQR
= Y f(o,d)6(0 — 2)5(d — )
(0,0)€Qp
= f(&,9)
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Y
The fact that the sums ﬁ > I (=) o (0=2) 7)) v’ collapse to delta functions is
a consequence of the summation property of the root of unity:

N-1
.k
e*™*N = N§(amod N), VacZ
k=0
The other direction, i.e. ift o £t = I, can be proven in exactly the same way. O

Since the purpose of the finite Fourier transforms is to provide finitely computable
approximations to the ideal Fourier transform, it is well worth taking a look at their
computational complexity as well as at their approximation properties.

Theorem 2.4.6 (Complexity of ft / ift). Both the finite Fourier transform as well
as the inverse finite Fourier transform can be evaluated in all NN, points at once in

O(NyNylog(NzNy)).

Proof. We show how the ft can be expressed in terms of a discrete Fourier transform
whose complexity is known to be O(N, N, log(N,;Ny)). The same argument can be easily
applied to the ift as well.

£Lf](0,9) = e S flayy)e O

( 7y)EQF

1 Nx_lNU_l 9 .(Ak +Aky)
_ y —2mi zN—i Ul
D DI (RN P y

kz=0 ky=0
Ny—1Ny—1

1 _on kx
- NxNy Z Z kavky vt

ke=0 ky=0

Uky )

1
= DFT|F
3 PP

where Fj,_ = f (Lm’fvw L, ky) 0

The error introduced by the finite Fourier transforms can be split into two parts: One
accounts for the fact that we replace the infinite Fourier space Z? by some finite subset
thereof and will be called the truncation error. The other error is introduced by the
fact that we replace the integrals in the ideal Fourier transform by quadrature with the
trapezoidal rule, and accordingly we named it the quadrature error.

Theorem 2.4.7 (Convergence of truncation error). Let N € Z>°, L, L, € R>0 and
f:00,Ly) x [0,L,) — C in the Sobolev space H* k > 1. Then,

S FAA@ )P =0 (N e19)

(2,§)EZ2\[-N:N)?

for any e € (0,2k —1).

11



Proof. Using the decay property 2.3.7 of the Fourier coefficients, we get

> et Y 0(umm)

(,§)€Z2\[-N:NJ2 (&,§)€Z2\ [ N:N]? y

o (o] 1
0 Z Z j2kg2k

E=N+19=1

(54

T=N+1

(o, ¢]

The sum over ¢ can be dropped because ) y% with & > % is an over-harmonic series
g=1

and therefore convergent. Choosing some arbitrary ¢ € (0,2k — 1), we further get

o2 1 > N2k‘—1—8 1
Y. FA@HP=0| o Dl Smei s
<
1 =1
:O(]\[Zkla Z :EH-&)
F=N+1

1
=0 (N2k15>

In the last line, we made again use of the fact that the over-harmonic series are conver-
gent. U

Lemma 2.4.8 (Convergence of trapezoidal rule). Let L,, L, € R°%, N € 270, Qp :=
0:%e:L,)x[0: % : Ly), f:10,Lz) x [0,L,) — C in the Sobolev space H* k > 1 and
L,L
Tl =5 > f@w)

the Ly, Ly-periodic trapezoidal rule quadrature operator. Then,

] — /0 - OLy f(a,y)dydz = O <§k>

Proof. From the definition of F, we get

Lo Ly
/0 /0 f(2,9) dydw = L, L, F[£](0,0)

12



On the other hand, inserting f = F ! [F[f]] into the definition of T, we get

Z Z J__. i“ @ 27rz(mi+ﬁ#y)

7y)€QF( 7y)€ZQ
=L,L, Z FIf](&,9) 0 (# mod N) & (§ mod N)
(@.9)ez?
= L;L, Y F[f)(NE Nj)
(2,9)€Z2

T[f

The error is thus

Ly Ly
/ fla,y)dyde = LLy | Y FIfI(N&,Ngj) — F[£](0,0)

(&,9)€2?

Combining this result with the decay property 2.3.7 of the Fourier coefficients, the esti-

mate immediately follows.
The key ideas of this proof were taken from [7, Section 3].

Theorem 2.4.9 (Convergence of quadrature error). Let N € Z>°, L., L, € R>Y and
f:[0,Lg) x [0,Ly) = C in the Sobolev space H* k> 1. Furthermore, let the number of

finite Fourier transform grid points be N, = Ny, = N. Then,

S IFIE9) - w9 = 0 (N2EY)
(2,9)€[—N:N)?
Proof. By the above Lemma 2.4.8, we get

2
S FIfE D) - £l fAE D= Y O(;;g)

(2,9)€[—N:N]? (2,9)€[—N:NJ?

13



3 Ridgelets

In the introduction, a vague idea was given of what ridgelets are and what they can be
used for. In this chapter, we will further clarify these concepts by explicitly constructing
a set of ridgelets. Furthermore, we will show that any function can be expressed as
a linear combination of these ridgelets without loss of information. Finally, efficient
methods will be presented which allow to switch from an explicit representation of a
function to its representation as a linear combination of ridgelets and vice versa.

Many ideas in this chapter are taken from [2] and [1].

3.1 Construction

Our construction of the ridgelets is parametrized by two functions ¥'regiai and VYspherica
which are introduced in the following two definitions.

Definition 3.1.1 (Radial shape and helper functions). Let ¥grqgiai : [0,1] — [0,1] be a
function called radial shape function. Then, we define the radial helper function R(x) as

;

0 lz| <05
YRadial (20 — 1) 05 <|z| <1

R(z):=X1 2] = 1
V1= Yradgia(z —1)2 1< |z] <2
0 2 < |af

Definition 3.1.2 (Spherical shape and helper functions). Let ¥ sphericar @ [0,1] — [0,1]
be a function called spherical shape function. Then, we define the spherical helper func-

tion ®(x) as
)

0 r<—1
V1= Uspherica(z +1)2 —1<z<0

O(x):=<1 =0
Vspherical (T) 0<z<l1
0 1<z

\

Although not strictly necessary for the results shown here, the helper functions are
usually chosen as continuous and monotonous functions with

VRadial(0) = 0, YRadiar(1) =1
wSpherical (O) =1, wSpherical(l) =0

With these helper functions at hand, we can start defining our ridgelets.

14



Definition 3.1.3 (Basic ridgelet). Let p,, p, € Z=! and Q = [0, L;) x [0, L,) some
rectangular domain. Then, the basic ridgelet 1y 4 ) : 7Z? — [0,1] is a function defined

in Fourier space by
2 N T le}
0Z,y) =R{— | -
Yax0(®9) <2pz> <py$>

with corresponding real space function (1 4 o) : = C given by

¢(1,x,0) = ‘7:_1[7;(1,}(,0)]

Definition 3.1.4 (x-cone ridgelets). Let 2 be as above. Then, the x-cone ridgelets are
a family of functions 9 ;1) : 72 — [0, 1] parametrized by j € ZZ' and k € [-2/71 +1:
29=1 — 1] defined in Fourier space by

~ . - T ko
¢(j,x,k) (ﬂf,y) = Tr[}(l,x,O) (2]17 Yy— 2]11‘) )

and with corresponding real space functions ¥, 1) : € — C given by

177
Viuk) =F  [VGam]

Note that the x-cone ridgelets correspond to a scaling (in x-direction) with subsequent
shearing (in y-direction) of the basic ridgelet. Since we want our ridgelets to cover all
directions, we also need some y-cone ridgelets which are defined as the transposed of the
x-cone ridgelets.

Definition 3.1.5 (y-cone ridgelets). The y-cone ridgelets are a family of functions
&(j,ch) : Z? — [0, 1] parametrized by j € Z=! and k € [-2/71 +1: 2771 — 1] defined in
Fourier space by A )

w(j7y7k) (£7 g) = sz(j,x,k’) (Qv '@)7

and with corresponding real space functions ¢y 1) : € — C given by

Vigk) = F [y

Finally, in order to have a “continuous” (in a non-mathematical sense) transition
between the x- and y-cone ridgelets, we define diagonal ridgelets as a patching of the
outermost ridgelets on the cones.

Definition 3.1.6 (Diagonal ridgelets). Let p,, p, and € be as above. Then, the diagonal
ridgelets are a family of functions ;4 : 72 — [0,1] parametrized by j € Z=! and
k € {—1,1} defined in Fourier space by

c o Gy (@) B
biiam (@) =4 D)o =
Vigkay(@,9) <
and with corresponding real space functions ¢(j,d7k) : Q — C given by

w(j,d,k:) = ]:_IW(j,d,k)]

15
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Figure 3.1: Fourier space supports of several ridgelets
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(Actually, k2! lies outside the domain of the shear parameter k for x € {x,y}.
Reconsidering Definition 3.1.4 it is nevertheless clear what the meaning of 9 ,; . 25-1) 18,
however.)

With the ridgelets defined so far, we cover all directions. However, we still need
some function that covers the low frequency part (which corresponds to the mass of the
function in real space).

Definition 3.1.7 (Scaling function). Given p;, py and Q as above, the scaling function
1&075,0) : 7% — [0,1] is a function defined in Fourier space by

A~

w(0,570) (jjv y) = \/1 wRadzal 1)2

[V

<1 withs:= max{m,’y‘}
2pz 2py

— o= »
ININ A

S

with corresponding real space function g ) : 2 = C given by

P(0,5,0) = ]—*—1[1&(075,0)]

With the scaling function, the set of ridgelets is now complete. In the remainder of
this chapter, it will become clear that the most important property of a ridgelet is its
well-defined support in the Fourier space. Unfortunately, giving a lucid description of
what these supports look like in words or formulae is almost impossible. Therefore, we
rather refer the reader to the examples given in Figure 3.1, following the ancient wisdom
that at times, pictures can say more than a thousand words.

As the attentive reader noticed, the ridgelets are parametrized by a triple (j, &, k)
of variables which tell us about the length and the direction of the respective ridgelet.
Often, however, we are not interested in such details and simply want to specify that
we mean all of the above defined ridgelets. For this purpose, the following set comes in
useful.

Definition 3.1.8 (Index set). The index set A is defined as the set of all triples
(j=0,k=s8,k=0)

)\: (jEZZI,KE{ij}7k€[_2j—1+1:2j—1_1])
(jeZ2 'k =d,ke{-1,1})

7 is called the scale parameter, k the direction parameter and k the shear parameter.
The following lemma, is a first example of the usefulness of having such a set A.

Lemma 3.1.9 (Partition of unity). The Uy with X € A constitute a partition of unity,
i.e.
> U@, 9) =1 V(#,9) € Z?

AEA

17



Proof. We will not give a complete proof here as doing so would be very tedious and
give little insight. Rather, we will settle for the main points.
First, note that ®2(x) + ®2(x — 1) = 1 for all x € [0, 1]. Therefore, we have that e.g.
72 P 72 Lo o2 12
¢(j7x,k) (#,9) + ¢(j7x,k+1)(337 y) =R <px2j>
for all (z,7) € supp ﬁ(ﬁx,k) M supp 1[1(]-7}{7,{;“). If we extend this argument to all ridgelets
on the same scale j, we see that the dependence on the spherical part ® completely
drops out and that we are left with only the radial part R. But since we have that
R*(z)+ R*(%) =1 for all x € [-2, —1] U [1, 2], this part will become a 1 once we square
and sum over all scales j € Z=0. O

As in [2] and [1], this partition of unity property of the ridgelets will be the key point
in proving the invertibility of the ridgelet transform in 3.2.8.

In the introduction, we specified the ridgelets as a set of functions with varying loca-
tions, directions and width. So far, we have only covered the direction and width. Next,
we will thus have a look at the translations of the ridgelets.

Definition 3.1.10 (Translation sets). Let p,, py and A be as above. Then, the transla-
tion sets TA with A\ € A are defined as

[OifﬁiLx)X[Olsz;Ly) if k=s

T [O:ﬁ:Lx)X[O:%:Ly) if Kk =x

[0 SL;i z) % [0 ﬁiLy) ifk=y

0 5 L) x [0: g2 : L) ifk=a

Furthermore, we define

4p:r: if k=-=s 4py if k =s
TN — 2012p, ifk=x and TP = 8py if Kk =x
° 8pz ifk=y v 2j+2py if K=y
2j+2,03c if k=d 8py ifr=d

We conclude this section by collecting all the defined functions in a set.

Definition 3.1.11 (Ridgelet frame). The set of functions
{ratars = {0 —ta, —ty) [N EA teTY}

is called a ridgelet frame.

The reasons for this set to be called a frame is that the (rescaled) {1}, r» satisfy

the frame condition
A3 ~ DT> (s al =ty — 1)),

AEA teT>
where f :  — C is some arbitrary function and the ~ means that the left side is
bounded by a constant times the right side and vice versa. In this report, no further
reference to this frame property will be made, however.
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3.2 Ridgelet Transform

In analogy to the Fourier transforms, the process of expressing a given function as a linear
combination of ridgelets is called a ridgelet transform, and the opposite operation an
inverse ridgelet transform. These transforms introduce a new space of linear combination
coefficients which is called the ridgelet coefficient space.

Definition 3.2.1 (Ridgelet coefficient space). The set of pairs
(AT):={(\Mt) [ AeA, teTh}
is called the ridgelet coefficient space.

Definition 3.2.2 (Ridgelet transform). Let Q = [0, L;) x [0, L,) some rectangular do-
main and f: Q — C a function. Then, the function R[f] : (A,T) — C given by

RUIO) = s | S0 0o ooy ) dody

is called the ridgelet transform of f.

Definition 3.2.3 (Inverse ridgelet transform). Let Q = [0, L;) x [0, L,) be some rectan-
gular domain and f : (A,T) — C a function. Then, the function R~![f] : 2 — C given

by
R, y) =D > F D dale —to,y —t,)

AEA teT>

is called the inverse ridgelet transform of f.

The real space ridgelet transforms as given above show what the idea behind these
transforms is. For both theoretical work as well as implementation, it is more useful to
work with their Fourier transforms, however.

Definition 3.2.4 (Fourier ridgelet transform). Let f: 72 = C be a function. Then,
the function R[f] : (A,T) — C given by

RIAN 1) = RIF I )
is called the Fourier ridgelet transform of f

Theorem 3.2.5. The Fourier ridgelet transform is given by

1 A AN D A AN 2 74- Ly
mapn 2 @)@, e )

Y (29)€z?

RIAIN 1) =

Proof. Direct consequence of the Plancherel formula 2.3.6, the translation property of
the Fourier transform 2.3.5 and the fact that the ridgelets ¥y are real. O
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Definition 3.2.6 (Inverse Fourier ridgelet transform). Let f: (A, T) — C be a function.
Then, the function R![f] : Z% — C given by

Rf(E9) == FIRf1(&9)
is called the inverse Fourier ridgelet transform of f.
Theorem 3.2.7. The inverse Fourier ridgelet transform is given by
A ~ i (6 te oty
15.9) =3 3 FO\ (@, g)e 2 CEEIT)
AEA teT>

Proof. Direct consequence of the linearity of the Fourier transform and the translation
property 2.3.5. O

Thanks to this Fourier ridgelet transforms, we are now able to prove the first main
theorem of this bachelor thesis.

Theorem 3.2.8 (Inverse property of the Fourier ridgelet transforms). The inverse
Foumer ridgelet transform is the left inverse of the Fourier ridgelet transform, i.e.
RloR=1

Proof. Let f : 72 — C. Then,

RRIfN(E, ) =

7 i ((0—2) 4= 4+ (—7) 1L
- Z )\ Z /Z) 'UA} w)\ @,'LD) wA(i',y)€2 <( )Lz+( y)LZ;)
)\EAt y (U’lf)
PN O R . i (=) 2o 4 (dh—g) 22
=2 Z F0,0) 0 (0,10) 022 5) s 3 € ((o-2) 2+ (-2
AEA (0,)€Z2 Y oA

=3 Y F00) a5, @) Dr@9)8 (6~ ) mod T2) 6 (@~ ) mod T,)
AEA (b,0)€eZ?

e oty
As in 2.4.5, the fact that TATA T e 27i ((y_a;) Lo 4 (i) ﬁj)

Y teTr
due to the summation property of the root of unity.

Here we see the reason for the somewhat peculiar choice of T and T, A in 3.1.10: They

collapses to delta functions is

were chosen such that if (&,7) € Z? lies in the support of 1p>\, then all (& —n T2, 9 —

nyTyA), (naz,ny) € 22\ {(0, 0)} do not. Therefore, we do not have to bother about the

moduli in the delta functions and can instead just write

RRINE,9) = f(, .9)
AEA

= f(#,9)

due to the partition of unity property 3.1.9 of the ridgelets. O
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The above theorem implies that the Fourier ridgelet transform is injective and that
the inverse Fourier ridgelet transform is surjective. However, it is important to stress
that neither of them is bijective! An easy way to see this is to think about what happens
if you Fourier ridgelet transform a ridgelet ¢5: Obviously, we have 7%_1[ f] =y if we
let f(p,t) := 6(u — \)0(t) (here, u — X for p, A € A is defined as zero iff yu = X and
anything different from zero otherwise). But f is not the function produced by 7@[1[&]'
Rather, since 1%\ overlaps with some other ridgelets 7,2“ in Fourier space, these 1,/3“ will
have nonzero coefficients as well. In conclusion, we thus observe the following;:

Fact 3.2.9. The Fourier ridgelet transform is not surjective. The inverse Fourier
ridgelet transform is not injective.

Of course, both results hold equally for the original real space ridgelet transforms.

Corollary 3.2.10 (Inverse property of the ridgelet transforms). The inverse ridgelet
transform is the left inverse of the ridgelet transform, i.e. R oR =1

Proof. By the definition of the (inverse) Fourier ridgelet transform 3.2.4 / 3.2.6 and
the inverse property of the Fourier transforms 2.3.4, we can write R = R o F and
R~1 = F1oR! Then, the claim follows by the inverse property of the Fourier
transforms 2.3.4 and the above theorem. O

Fact 3.2.11. The ridgelet transform is not surjective. The inverse ridgelet transform is
not injective.

3.3 Finite Ridgelet Transform

In the same way as we introduced the finite Fourier transform as finitely computable
approximations to the ideal Fourier transforms, we will introduce here the finite ridgelet
transforms as approximations to the ideal ridgelets transforms defined in the previous
section. Since the formulae for the Fourier ridgelet transform already contain only series
and sums, we only have to specify how we truncate the series.

Definition 3.3.1 (Finite index set). Let J,,J, € Z=!. Then the finite index set A is
given by
A ={xeA|j< T}

if J, =J, =J, and

true ifk=s
j < min{J,, J, 1 ifk=d
Ar={AreAy J—m”;{ yp1 s
|k| < 27v if k =x
k| < 27 if =y

where J = max{J,, J,} otherwise.

21



Definition 3.3.2 (Finite ridgelet coefficient space). The set of pairs
(Ap,T) :=={(\t) [N €Ap, t € T}

is called the finite ridgelet coefficient space.

Definition 3.3.3 (Finite ridgelet transform). Let

[_pl‘ 2Jmaz+1 D Px 2Jmaz+1 _ 1] X [_py 2Jmaz+1 . py 2Jmaz+1 _ 1] lf |J£E _ Jy| S 1
Qr = [<4pe (277 +1) 1 4p, (27 +1) = 1] x [=p, 27vH1 2 p, 27t 1] if J, < J, — 1
[—pg 2oL py 20t — 1] X [—dp, (27v +1) 1 4p, (27v +1) = 1] if Jy < J, — 1

where Jpqq = max{J,, Jy} be a part of the Fourier space and f : Qp — C a function.
Then, the function rt[f] : (Ap, T) — C given by

rt[f](\ 1) = TATA Z HE A)ezm(@ﬁwq)

is called the finite (Fourier) ridgelet transform of f .

Definition 3.3.4 (Finite inverse ridgelet transform) Let Qp be as above and f :
(Ap,T) — C a function. Then, the function irt[f] : Qr — C given by

irt[f =3 N Fnt)dag)e ~2mi @+ )

AEAF teT>
is called the finite inverse (Fourier) ridgelet transform of f.

Remember from the proof of 3.2.8 that the invertibility of the ridgelet transforms
depends on the partition of unity property of the underlymg frame. Thus, the following
lemma directly tells us on what region we have irt[rt[f]] = f.

Lemma 3.3.5 (Finite partition of unity). The Uy with A € Ap constitute a partition of
unity on a part of Z2, namely

SR G) =1 V(&) € [—pe2”t 1 pp277] x [=py27r 1 py27]
NEAFR

Proof. Analogous to the proof of the partition of unity property 3.1.9 of the ideal ridgelet
frame. O

Note that the finite Fourier space Qp defined by the finite ridgelet transforms is
larger than the region () where the ridgelets in the finite frame constitute a partition
of unity. In principle, one could cut Qp to make it equal to €, but this would require
special treatment of the ridgelets on scales j > min{J,,J,} and thus introduce a lot
of technical complications. Furthermore, in the current definition the finite ridgelet
transforms still conserves some of the information in F\Ql, and thus the additional
effort is not completely wasted.

From Fact 3.2.9 we know that there exists a certain redundancy in the ridgelet coef-
ficient space. The following result allows us to quantify this redundancy.
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Theorem 3.3.6 (Cardinality of finite ridgelet coefficient space).

Jmin —

1 _ _
|(Ap, T)| = papy (16 + 256 + 64 (27min L 1) (2 mer — 2Jmm)>

with Jmaee = max{Jy, Jy} and Jyip, = min{Jy, Jy }

Proof. Sum T:;\Tlf‘ for all A € Ap. O
We see that if Jpin = Jmae, the redundancy |(1TF ST Dl is bounded by 5 54 and ‘(/‘\5 ’?' by
13—6. If we drop that condition, we have |(1T5" ) < 32 and ‘(/‘\F;T” < 8.

The rest of this section will be dedicated to showing how the finite ridgelet trans-
forms can be evaluated efficiently. The bottom line will be that both of them can be
performed in O (|(Ar,T)| log (|(Ar,T)|)), i.e. that up to a logarithmic factor, optimal
computational complexity is achievable.

We start by outlining how the rt can be implemented. In order to do so, we first need
to establish some auxiliary result.

Definition 3.3.7 (Folding operations). Let n, N, N, € Z=1,

o [_(nNg_H | LnNZ—IJ] . [_[Ny—H | LNy2_1J]

2
. N, —1 N, —1
e = -1 S| ¢ s 1
and fs : Qs — C. Then, foldx[fs,n, Ny] : Qe — C is defined as
> fo (@ + Ny, §) 220
foldx[fon, N,J(a,9) = { "< o
Z f>(x+N$Uay) <0

ve[- L5252

and the symbol foldx is called the x-folding operator.
The y-folding operator foldy is defined likewise.

Lemma 3.3.8 (Folding lemma). Let n, N, N, € Z=!, L, L, € R*° and

Lx. .Ly.
o= forde ) e o en,)
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Furthermore, let f= : Qs — C and f< := ift[f>] . Then, we have

Q<
£4[7] = folax(f,n, N

Proof. First, assume & > 0. Then,

ft[f<}(i‘7g) =
1 A i (54 Y
= > anslf(y)e O
y
(Ivy)€Q<
1 1 — 27§ Ngd & —omi (2 2+ 1)
~ NN, > 4 > e e | ift[f](x,y)e bt
(z.y)€Q< ve[-[2521: 252 ]
1
1 S Ly e | s OB
N.N, n ~ ’
(z,y)€Q< vEAQ ve[-[2511: 252 ]
0
where AQ, = (O : nLTIz : ﬁ,—i) The first underbrace is 1 because N7~ is always an

integer for x € Q0. On the other hand, NIQ’LJ;” for x € Q. and v € AQ, is always a
proper fraction, therefore the second underbrace collapses to zero due to the summation
property of the root of unity.

Note that

Yoogley+ D> D) glr+vy)= D> gl@y)

(z,y)€0< (z,y)EN< vEAQ, (z,y)€N>

Therefore, we can continue the above equations with

I . 2 —27i ((&+Ngpd) 2 +§-L
ft[f<](2,9) = nN N, Z ift[fs](z,y)e (( + )Lw+yLy)
(,9)€Q> de[-[251T7: 252 ]
— ! Y i ((@4+Nod) 7
- > anw X lbleye y
oe[-[251:1 254 ] (.y)€Q>

— 3 fe[ift[fs]] (& + Noo,9)
de[—[251]: 252 ]
be[-[2520: 1250 ]

= foldx[f>,n, N,)(&, )
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(remember Z > 0).
The proof for £ < 0 is the same except that the range of ¢ is shifted by +1 if n is

—2mi (— %)k —2mi 2

k
even. Since e 2/n =€ n, the term which is dropped on the negative side in

the sums over ¢ in that case is equal to the new term on the positive side, therefore
the above arguments showing that one underbrace is 1 whereas the other is 0 work out
exactly the same. O

This result can now be used for evaluating the ridgelet transform for some fixed A € A.
Lemma 3.3.9. Let Qp be as in Definition 3.3.3. The complexity of evaluating

x ) 2mi (34 57 )

1 YA ..
f)\(t) = W ZA f(337y)¢)\($71/)6 Ly
(2,9)€QF
for some fized X € A and all t € T* is O (T T, log(T;T})).
Proof. We will show the lemma only for the case A = (j,x = x, k). For k € {y,d}, the

proof is analogous and for k = s it is trivial. }
Note that the above expression corresponds to f) = ﬁift[ fi,] except that the
z -ty

sizes of the domains of f and fz/})\ (i.e. T* and Q r) match only in x-direction, but not

necessarily in y. Because the support of ¢ is contained within

T) —1
2

A
(|kl+1) T} -1
2

e R HE = oy

(\k|+1)T;—1J]

we can restrict the domain of fiy from Qg to Qs such that the domain of ift] f@%\] will

be I I
Qs = (0: = : L, Y.L
c= o) < o (R + D13 )

But we want to evaluate fy only on

L, L
Q<::T)‘:[O:T)\:Lx>>< [O:y:Ly>

thus we apply the folding lemma 3.3.8 and compute f~>\ as

A) = % ift [foldy [J%, k| + 1, T;H
Tty

Since the number of points in the support of 1% is bounded by TQT;‘, we can evaluate
th : f 0 (3.4 Tp-17 . Tp-1 Tp—19 L1107 . 1
e sums in foldy for all (2,9) € |—[=5—]:["5—]| x |-["%5—]:[-%5—]| in only

O(Tgc)‘TyA). The dominating computational effort is thus the ift whose complexity is
known to be O (T, T log(T}T)))) (see 2.4.6). O
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The following diagram can be helpful for understanding the above arguments:

C
f’l[))\:Q>—)(C ft[f)\] :Q<—>C
fold

restrict domain
ift[fin] : Qs — C fr:Tr > C
B

First, the folding lemma 3.3.8 establishes arrow C by going along A, B and the inverse
of D. Then, Lemma 3.3.9 proves that the overall complexity of going along arrows C and
D is O (T, T; log(T,;T;")). Note that this is less than going along A and B since in step
A we would destroy the sparsity structure of supp f?[))\

With the work done so far, proving the overall complexity of the rt becomes easy.

Theorem 3.3.10 (Complexity of rt). Let Jyin = min{Jy, Jy} and Jpar = max{Jy, Jy}.
Then, the complezity of evaluating rt for all X € Ap and t € T is

O (10g(pupy) papy (Jmin 4777 + Jnaz 27702

Proof. By lemma 3.3.9 and the definition of the translation sets 7% 3.1.10 we know
that the complexity of evaluating rt[f](\,¢) for some fixed A € A and all t € T is
O (log(pzpy) pzpyi27). On a fixed scale j we have O(2 min{j,/min}) ridgelets, and thus
the overall complexity is

Jmin Jmaz
>0 () O (log(papy) papyi2) + > O (27m") O ((log(pepy) pupy i 2')

=0 (log(pmpy) PPy (Jmin 4Jmm + Jomaw 2Jmaz))

The algorithm for evaluating the irt is derived in exactly the same way.

Definition 3.3.11 (Unfolding operations). Let n, N, N, € Z=1,

b [_(nNg_H | LnNIQ—lj] § [_[Ny—H | LNy—1J]

2 2

26



and fo : Q. — C. Then, unfoldx[f<,n, N, : Q. — C is defined as
A o T N
wngo1ax{fen Nol(2.) 1= e (& Naly 1 9)
x
([-] denotes rounding to nearest integer or +oo if the nearest integer is not unique) and

the symbol unfoldx is called the x-unfolding operator.
The y-unfolding operator unfoldy is defined likewise.

Lemma 3.3.12 (Unfolding lemma). Let n, N;, N, € Z=!, L,, L, € R>",
Qs = {O:nljj\z :Lx> X [O:}%:Ly)
Q. — [_[an — 11 : LnNg;— 1J] " [_[Nyz— 11 : LNy2— 1J]
Q. = [O:JI\Z:LI) X [O:JI\/;;:Ly>

R R e e B B e ]

ol
A

2
and f< Q< — C. Furthermore, let f~ : Qs — C be given by
ift|fo)(z,y) if (z,y) € Q
; (w)::{ F@,y) if (.)€ Qc

0 otherwise

Then, we have R
ft[f>] = unfoldx[f<, n, Nx]

Proof.
A A —271
fe[f5](2,9) = nN N, Z f>(z,y)e Gz tiz,)
(,y)EQ>
1 —2mi (24~ +y )
= > att[f(zy)e ty
nN N (,y)EQ<
1 1 —2mi ((:%—Nx[iD i—&—gji)
- S ssef(ey)e )20
TLN N (90 y)EQ<

(The additional term in the exponential can be added because N, 7~ — is always an integer. )

] y>

[

— %ft[ift[ﬁ]] <az — N

i (ac— Noia) y)

= unfoldx[f<,n, N, (&, 9)
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Lemma 3.3.13. The complexity of evaluating

P = X et eti

teT>
for some fized A € A and all (2,7) € supp )y is O (Tg‘Ty’\ log(T;‘TyA)).

Proof. We will show the lemma only for the case A = (j,x = x,k). For k € {y,d}, the
proof is analogous and for k = s it is trivial. .
Note that the above expression corresponds to f) = ng\Ty’\ ft[f(A,-)] except that we

want the domain of ft[f(),-)] to be not

0= [ ]

but rather a subset of

T —1. T)—-1 (|l +1) T —1 (Ikl+ DT —1
1] |1 |

Q. = |—[=2 D ==
»im |-
We can achieve this by defining

L L
T = O:$:L>X[O:y:L>
~ [ T (Ikl+1)T)

. F(N 1) ifteT?
fo(N ) T2 = C, ts fe) ifte _
0 otherwise

Because all new terms in the £t sum are zero, writing fy = T2 (|k|+1) Ty>‘ ft[fs (A, )] is
now correct both in terms of equal values as well as equal domains. Running the ft on
a function which is mostly zero seems to be a waste of effort, however, and indeed the
unfolding lemma 3.3.12 shows that the above expression is equivalent to

f(@,9) = T (k| + 1) T;) untoldy |££[f(A, )], [k + 1, T (.9)

We evaluate the unfoldy only on O(Tg;\TyA) points, and each point evaluation can be

done in O(1) once ft[f(),-)] is available. The dominating computational effort is thus
computing the ft which can be done in O (Tx’\Ty)‘ 10g(Tx’\Ty)‘)), see Theorem 2.4.6. O

Again, it is helpful to visualize what is happening in a diagram:
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C
JZO"'):T)\%C f>()\a')¢T§\_>C

extend domain

unfold
ft[f(N,7)] : Qe - C frsuppyy C 25 — C

The unfolding lemma 3.3.12 establishes arrow B by going along the inverse of A and
C, D. Then, Lemma 3.3.13 proves that the overall complexity of going along arrows A
and B is O (Taj\Ty)‘ log(Tg‘Ty)‘)). Note that this is less than going along C and D since in
step D we would have to compute the £t of the extended fx(),-).

As before, the overall complexity of the irt simply follows from the above lemma.

Theorem 3.3.14 (Complexity of irt). Let Jpin = min{Jy, Jy} and Jyee = max{Jy, Jy}.
Then, the complexity of evaluating irt for all (Z,q) in its domain is

O (108(papy) papy (Jmin 477" + Jynaz 27707

Proof. The only thing which is different from the proof of the complexity of rt in 3.3.10 is
that in the end we have to sum up all the f - Since every point in the Fourier space lies in
the support of at most four ridgelets and we evaluate the irt on O (pm py(4‘]"“'” + 2“]”““5))
points, that sum does not dominate the overall complexity. O

We have seen that the finite ridgelet transforms can in theory achieve an almost
optimal computational complexity of O(N log(N)) where N is (proportional to) the
number of input and output parameters. Achieving the same complexity in a practical
implementation requires a lot of work, however, since the fold and unfold methods
need to be able to exploit the special sparsity structures exhibited by the supports of
the ridgelets [5]. The Matlab implementation which comes with this bachelor thesis
achieves only a theoretical scaling of O(N %) but therefore uses fast Matlab built-in
algorithms for folding and unfolding. Figure 3.2 shows that like this, the O(N %) scaling
can only be observed for very large N where the algorithms reach their compute power
and memory limits anyway.
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Figure 3.2: Scaling plot of rt and irt. p, = py, =1 and J, = J, € [1 : 10] were used.
N was computed as 47.
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4 Intermezzo: Scalar Products

The aim of the previous chapters on Fourier theory and ridgelets is to develop solvers
for the radiative transport equation. Before we can tackle that task, we first have to put
one more piece into place, however: We need to choose scalar products for the different
function spaces, and we need to show some relations between these scalar products.

4.1 Definitions

Definition 4.1.1 (Finite real space scalar product). Let N, Ny and Qp be as in the
definition of the finite Fourier transform 2.4.1 and f,g : Qr — C. Then, the finite real
space scalar product of f and g is given by

1

NN, > fay)g(z,y)

<fag>QF =

Definition 4.1.2 (Finite Fourier space scalar product). Let Qx be as in the definition
of the finite Fourier transform 2.4.1 and f,g : Qr — C. Then, the finite Fourier space
scalar product of f and g is given by

(f.do, = 2. F@9)5E9)

Definition 4.1.3 (Finite ridgelet coefficient space scalar product). Let f,0: (Ap,T) —
C. Then, the finite ridgelet coefficient space scalar product of f and § is given by

<f7g>(AF,T) = Z TzATy)\ Z f()‘at)g()‘at)

AEAR teTA

4.2 Relations

The above scalar products correspond to the standard ¢? scalar product with some
additional prefactors. The purpose of these prefactors is to assert that the scalar products
are preserved under the Fourier and ridgelet transforms.

Theorem 4.2.1 (Real/Fourier space scalar product equivalence). Let Qp be as in the
definition of the finite Fourier transform 2.4.1 and f,g: Qp — C. Then, we have

(f.9)ar = (££1/], 2t o),

31



Proof. Note that the above equation is the finite analogue to the Plancherel formula
2.3.6. The proof is exactly the same as in the continuous case, except that the infinite
spaces are replaced with their finite counterparts and the series and integrals are replaced
by sums. O

Theorem 4.2.2 (Fourier/ridgelet space scalar product equivalence). Let Qp be as in
the definition of the finite Fourier transform 2.4.1, f : Qp — C and g : (Ap,T) — C.
Then, we have

(f,irt[d))g, = (tlf], 9 ar)
Proof.

(frirtlghe, = D f@9) > Y d\t)da(#,9) 2T F )

(#,9)€QF AEAF teT>
1 e omiplaagluy ) =
=3 DY | Y f@ i) IR ) GG
A€AR e \ Y @ g)er

O

Because the finite Fourier transforms are mutually inverse, we can substitute f with

ift[f] or g with ift[g] and get all the following equivalences for free:
(f;itt[dl)ar = (£2[f], 9)q,

<ift[f]7g>ﬂp = <fa ft[Q])QF

(£elfl, it g, = (. 9o,
It is important to stress that the same is not true for the ridgelet transforms, however!
In fact,

<iI‘t['ﬂ,§>QF = <f7 rt[ﬁ])(AF,T)

is the only correct additional equivalence to the one shown in Theorem 4.2.2, and the
right argument to prove its correctness is the conjugate symmetry of the scalar products.
Since R~! o R = I, one might think that

(f,9)q, # (xelflzt(d)opm) (4.2.1)

should be an equality as it seems that we can substitute § with rt[g] in Theorem 4.2.2.
But remember from Section 3.3 that irt o rt holds only on the region where the frame
constitutes a partition of unity, which in this case is not the entire domain of §. For
example, if we have a square frame with J, = J, = J, p, = p, = p and choose

9(2,9) = 6 (& + p277) +8 (7 + p2"*)
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we have that irt[rt[g]](2,9) = 0 for all (&,7) because no ridgelet covers that highest
frequency part. With that g, the right hand side in (4.2) is zero for all f while the left
hand side is not.

Finally,

(irt[f], irt[g)q, # (f, 9 ar1)
would not even become an equality for the infinite ridgelet transforms, because due to
the redundancy in ridgelet coeflicient space the inverse ridgelet transforms must have a

kernel K. If we thus choose e.g. f,g € K, then the left hand side is zero while the right
hand side is not necessarily.
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5 Radiative Transport Equation

5.1 Basic RTE Solver

In order to get started, let us consider the following simplified version of the radiative

transport equation
s-Vu+ru=f (5.1.1)

where here u, k, f : 8 — R, i.e. we neglect scattering and consider only a fixed direction
s € St (we set again Q := [0,L;) x [0,L,) and S' := {s € R? | ||s]2 = 1}). In the
following, we will write the solution u as the inverse Fourier transform F~![d] of some
Fourier space function 4. A necessary consequence of this approach is that we must
consider periodic boundary conditions

uw(0,y) = u(Ly,y), u(z,0)=u(z,L,) Vze|0,L;)andy e |0,Ly)

(remember the discussion on the inherent periodicity of the Fourier transforms after
definition 2.3.2). Although such boundary conditions are rarely physically justified,
they do not prevent us from solving real-world problems either. For example, if we want
to simulate zero inflow boundary conditions, we can enlarge the domain or artificially
increase k near the boundary such that all the radiation is absorbed within one period.
General Dirichlet boundary conditions can be imposed through a clever choice of x and
f near the boundary, see Section 6.3.
In this simplified case considered here, it is easy to discretize the RTE:

Definition 5.1.1 (Fourier space RTE operator). Let Ly, L, € Z7% s € S, 5 : [0, L) x
[0,L,) = R and f:Z? — C. Then, T[f]: Z*> — C is a function given by

. AN\T

L P . r Yy Pra A —1rp PN

TUA)@.9) =2mis - (2=, ) f@,9)+ F [nF )] (3.9)
L, Ly

and the symbol T is called the Fourier space RTE operator.

Definition 5.1.2 (Ridgelet coefficient space RTE operator). Let f : (A,T) — C. Then,

T[fI(A\t) : (A,T) — C is a function given by

TR =R [T [R71A]] A1)

and the symbol T is called the ridgelet coefficient space RTE operator-
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It can easily be verified that
s Vutru=f < TIFu] = FIf] < T[R[] = RI[f]
Since both F and R have left inverses, we can thus solve (5.1) by solving either of
T = F[f], u=F"'[q (5.1.2)

Tla) =R[f], u=R"[il (5.1.3)

Neither of these problems can yet be solved numerically as they involve infinitely many
equations in infinitely many unknowns. But with the finite transforms developed in
Chapter 2 and 3, the following approximations come naturally.

Definition 5.1.3 (Finite Fourier space RTE operator). Let L,, L, € Z7° s € S,

N,,N, € 72,
e R HE | AR = HEr ]

k:Qp - Rand f:Qp — C. Then, Tfs[f] : Op — C is a function given by

i o9\ ; ;
TEs[f](2, 7)) == 2mi s - <Lx7 Ig/jy) f(z,9) + £t [li ift[]ﬂ (Z,9)

and the symbol Tfs is called the finite Fourier space RTE operator.

Definition 5.1.4 (Finite ridgelet coefficient space RTE operator). Let f : (Ap,T) — C.

Then, Trcs([f] : (Ap,T) — C is a function given by

Tres[f](\, ¢) = rt [Tfs [m[ﬂ” (A1)
and the symbol Trcs is called the finite ridgelet coefficient space RTE operator.

With these new operators, (5.1) and (5.1) become
Tfs[u] = ftf], w = ift[y] (5.1.4)

Trcs[a] = rt [ftf]], wu = ift[irt[a]] (5.1.5)

where here u and f mean the u and f from (5.1) sampled on the grid defined by the
(1)ft. While it is clear that these equations correspond to linear systems of equations,
formulating these systems explicitly can nevertheless be tedious. Luckily, though, it is
neither necessary nor advisable. Rather, we can use iterative methods like the conjugate
gradient (CG) iterations which have the benefit that they are able to deal with vectors in
an abstract sense, i.e. vectors which only satisfy the vector axioms but are not necessarily
taken from R™, and abstract linear operators acting on such vectors.
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In this abstract formulation, problems (5.1) and (5.1) read
Llu] = f (5.1.6)

where v and f are taken from some vector space V and £ : V — V is a linear operator.
For the CG method to work, £ has to be self-adjoint and positive (semi-)definite in the
chosen norm, i.e. (f,L[g]) = (L[f],9) and (f, L[f]) > 0 have to hold. If £ does not yet
satisfy these conditions, the standard approach is to solve the normal equations

L7 [Llu]] = L7[f]

instead of (5.1), where £* denotes the adjoint of £. Because neither Tfs nor Trcs satisfy
yet the “self-adjoint and positive semidefinite” criterion, we will use CG on the normal
equations as well. Therefore, we need the following two theorems.

Theorem 5.1.5 (Adjoint of Tfs). The adjoint TEs* of Tfs in the finite Fourier space
scalar product is given by

AT

T57(f)(3,9) 1= —2mis - (=, - ) f(@5) + 1t [Ritslf] (79)
L, L,

Proof. Because (L + K)* = L* 4+ K* for two linear operators £, I, we can show for each

term in Tfs* separately that it is the adjoint of the respective term in Tfs. For the first

term, this relationship is obvious. For the second, with f,§: Qrp — C, we get

(f.tewite(g])g, = (1ft[f], x ift[g])ay

A,

= <R ift[f]? ift[gDQF
= (st [migelf]] 9

F

where we have made use of the equivalence of the real and Fourier space scalar products,
see Theorem 4.2.1. O

Theorem 5.1.6 (Adjoint of Trcs). The adjoint Trcs* of Trcs in the finite ridgelet
coefficient space scalar product is given by

Tres*[f](A\t) :=rt [Tfs* [1rt[f]” (A1)

Proof. Let f,§: (Ap,T) — C, Then,

(f, rt[Tts 1rt[gl]D) e = (irt[f], s [irt[dle,
- (nes* [sxel] aeell,
= (rt [Tfs* [irt[f]“ » 9)(Ap,T)

where we used the equivalence of the Fourier and ridgelet coefficient space scalar product,
see Theorem 4.2.2. O
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Our equations thus become
Tfs™ [Tfs[u]] = TEs™ [£t[f]], wu = ift[u]
Trcs® [Tres[a]] = rt [Tfs™ [ft]f]]], w = ift[irt[u]]
and can now in theory be solved by CG. However, it is not hard to see that the directional

derivative term in Tfs leads to very ill conditioned operators. Therefore one needs to
apply preconditioners to these problems such that the final equations read

(Drgs 0 Tfs™ o Tfs o Dr¢s) [tp] = (Dres © TEs™) [ft[f]], w = ift [Dres[ty]] (5.1.7)

(DTrcs oTrcs* o Trecs o DTrcs) [ap] = (DTrcs o TI‘CS*) [I‘t [ft[f]]] 5

w = 1£4 [iTt [Drresiiy]] (5.1.8)
with A(
P15 5 R f i',@))
Dres[f1(&,9) = 1= bt (5.1.9)
N F(N
Drres[f](A, 1) := HJ;(]’;)w (5.1.10)

where s is the transport direction in the RTE and

(0,0)" ifk=s

. - ERN 5y — (1,527 ifr=x
18a]]2” (55, )7 ifr=y
(1,k)" if Kk =d

is the direction of the ridgelet 1%\ in Fourier space. The ridgelet preconditioner Drycs 18
based on a recent result by Grohs [1], where it is shown that this choice leads to bounded
condition numbers.

5.2 Convergence Of Basic RTE Solver

The key step in developing the basic RTE solvers was to replace the infinite Fourier
and ridgelet transforms in the RTE with their finite counterparts. Obviously, we thus
bought computational feasibility at the expense of exactness of the solution. While the
algorithmic complexities of the basic RTE solvers follow straightforwardly from the ones
shown for the various transforms, it remains yet to analyze how large the loss in precision
is. In the following, we will tackle exactly this task.

Let u denote the exact solution of (5.1) and «’' the approximation obtained from
(5.1) or (5.1), with @ and @' their respective Fourier transforms. Strictly speaking, the
approximate solution v’ = ift[d'] is only defined on a discrete set of points, whereas
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w is defined on  := [0, L;) x [0, L,). In order to make the two domains equal, let us
extend u’ to a solution on by writing u' = F~![Z[d']] (see also the discussion after
the definition of the ift in 2.4.2). Also, let u be in the Sobolev space H* k > 1.

We will assume the support of @’ to be [-N : NJ]? for some N € Z>° i.e. it shall
be square and have an odd number of points in both directions. The purpose of these
assumptions is to allow for a concise notation, but besides that they are of no impor-
tance for what is to follow. In concrete terms, we have N =~ % = % for the Fourier
discretization and N ~ p 27+ +1 = py2‘]erl for the ridgelet discretization where the =
accounts for rounding and small constant correction terms.

We write for the error

o — |22 g = /Q (e, y) — (2, )| de dy

(2,9)€Z?
= > @R+ Y fa@g) - d@pP (521
(£,9)€Z2\[-N:N)2 (&,9)€[-N:N)2

where in the first line we made us of the Plancherel formula 2.3.6.
The first term describes a truncation error, thus by Theorem 2.4.7

A 1
Z 4 ( 721)’2 =0 <N%_1_E>
(2,9)€Z2\[-N:N)2

for all € € (0,2k — 1).
In order to estimate the second term in (5.2), we will need the following theorem.

Theorem 5.2.1. Let A € R™™ ™ a nonsingular matriz and §A € R™™ be such that
|A=Y[6A|l < 1. Then, if x € R™ is the solution of Az = b with b € R™, (b # 0) and
dx € R™ satisfies (A + JA)(x + 0x) = b+ b for § € R™,

oz n(A) (IIMH . ||6b||)
2 = 1= n(a T \ Al ]

where k(A) := ||A7Y|||A|| denotes the condition number of A.
Proof. See [6, Theorem 3.1]. O

The exact solution of the RTE satisfies
(PreeoCoT o z) (Cli]] = (Dres 0 C 0 F) [f] = (Drss 0 C 0 %) [a— (Z00)[a]] (5.2.2)
whereas the approximate solution satisfies

(Dres 0 TEs) [0] = Dres [£1[f]] (5.2.3)
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In the notation of the above theorem, we can define the exact operator as
A:=Drgs0Co0T 0 Z
with perturbation )
0A :=Drgs 0 Tfs —Drgg0C 0T 0o Z
and the exact right hand side as

b= (Drzs 0 C o F)[f] = (Drzs 0Co T ) [ — (2 0 O) fil]
with perturbation
0b := Drgg [ft[f]] — (Drzs ©C o F) [f] + (DTfs oCo 7-) [ — (Z 0 C) [u]]

such that (5.2) and (5.2) become
AlCla]] =b

and
(A+6A) (0] =b+ b

It is easy to verify that £(A), [|4], and [|b]lg  are bounded in N. Also, we will prove
soon that [[0A[|q  vanishes for N — oo. In that limit, we thus have

2
> e, g) - @@ 9P = el - @1, = 0 (1154l, + 1b]4, )
(2,§)€[—N:N)2

Giving [[0Al|q . a closer look, we get

64, = max, [Drs [Tels) = (Co T o 2) 3] o,
llle =1
— . ~ —1 A .
= g;[fjr\}'l;ja\,/)}g*)(c |Dres [£t [k ift[g]] — (Co F) [k (F~ o Z) [g]]] e,
lgllg, =1

Using F~ 1o Z = ift, [D1£sllg, = 1 and the convergence estimate for the quadrature
error 2.4.9, we may continue

I6All, = max, _ores e e aeelg] — (Co ) s aselal]
lgllq, =1

[Pl e e azelg] - (€ o ) sl
191l =1

= max O (N_(k_l)>
§:[-N:N]?—C
l9llq =1

=0 (N*UH))

IN

39



Similarly, we get for ||dbll¢,

8bll,, = IDres [££1/] = (Co F) [f] + (Dres 0 Co T) [a = (2 0C) [ I,

< IDrss g, 122071 = (C o F) [flllg, + Il (Prss o C o T) [ = (Z 0 C) [
For the first term, the same arguments as we used when estimating ||0A|| a, apply. For

the second term, we have by Theorem 2.4.7 that ||a—(Z o C) [4] =0 (N_(k_1/2_€/2)).

Since Drgs 0 C o 7 is a bounded operator, we thus get

[

I16b]]g,, = O (N—(k—l)) +0(1)0 (N—(k—l/Q—a/Q))
=0 (N*(kfl))

In conclusion,

2
oo la(@,g) — @& ) =0 (HMHQF + H(SbHQF) —0 (N—2(k—1>)
(2,9)€[—N:N)?

Inserting our results into equation (5.2), we see that the convergence of the basic RTE
solvers is

[ U’||%2(Q) -0 (N—(Zk—l—e)) +0 (N—Q(k—1)> —0 (N—Q(k—l))

i.e.

= 20y = O (N~

or specifically for the ridgelet based discretization (assuming J, = J, =: J)

Ju — |l g2y = O (27‘](’671))

5.3 Discrete Ordinates Method

As a next step, we consider the same equation
s-Vu+ru=f (5.3.1)

but this time we let s € S! also be an independent variable such that u, &, f : Q@ xS' — R.
The discrete ordinates method (DOM) as outlined in [8, Section 2| solves this problem
in the following way:

e Choose some directions {s;}2*, C S!, N, € ="

e Solve (5.3) for these fixed directions, which gives you the one-directional solutions
/
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e Interpolate the (s;,u}) to get a solution for the full domain Q x St.

In this report, we will use equispaced directions s; := 27 % and linear interpolation
for simplicity. Step two is done with the ridgelet based solver developed in the previous
section.

Introducing the equispaced periodic linear interpolation operator

S (2, y) if [ := N;"f) €Z

N
Ts [fi) (@ 9:5) = ([01] = ) flaga (@) + -
(l - L”)f(m mod N)+1(x7y)

otherwise

(¢(s) denotes the angle between s € S' and the positive z-axis in the usual mathematical
convention), we can write the solution u’ produced by the DOM as

N,
U (@,y,s) = Zs [u] (2, y, 5)
1=

If we further let u : Q x S! be the exact solution and du;(x,y) = u(z,y,s;) — ui(z,y)
the error in the approximate solutions u}, we get for the total error

N,
u—2Lg [UZ + 5ui]
=1

Ju — “/HL2(QxSI) - L2@xs)
X
Ns Ns
< ||lu —Zg [u] + || s [0ui]
i=1 L2(xS1) i=1 L2(QxSt)

The first term describes a pure interpolation error, which for linear interpolation is
known to be O (Ns_2) if u(z,y,-) € C%. The second term is the error due to the basic
RTE solver, which in the previous section was shown to be O (2*‘7 (kfl)). In conclusion,
we thus have

=l 2(axsny = O (N7?) + 0 (2774D)

As we can see, we have to choose N, ~ b’/ with b = 2-3(=1) ip order for the angular
and spatial errors to be balanced. The outlined discrete ordinates method scales thus as
0] (N B 2J1+Jy) =0 ((46)‘] ), which can quickly become prohibitively expensive.

5.4 Sparse Discrete Ordinates Method

In order to mitigate the scaling problem of the (full) discrete ordinates method, the
sparse discrete ordinates method (SDOM) was developed in [8, Section 4]. Adapted to
the situation here, the SDOM reads the following: Given a finite ridgelet frame with
Jy = Jy =: J and a constant b € 722 let j =1,...,J and i = 1,...,b777FtL. Then, for
each pair (j,), we solve the RTE in direction s;; := (cos (2#%) ,sin (2%%))T
using the ridgelet RTE solver developed in Section 5.1 with a subframe of the original
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. . . . . .
. . ° . . . . . .
— S — S — S

Figure 5.1: Tllustration of the SDOM for J = 3 and b = 4. In the upper row, the lengths
of the arrows represent the number of scales that were used whereas their
number and directions indicate how many and which directions are used for
angular interpolation. The bottom row shows in which detail spaces the
functions obtained in this way live (the J-arrow denotes increasing frame
size, the S-arrow denotes increasing number of angular interpolation points).

!/

7i(z,y) and eventually

frame where J, = J, = j. These partial solutions are stored in u
the full solution u/(z,y, s) is computed as

b/
u'(x,y, 8) = IS{ [ullﬂ] (.’IJ, Y, 8) Tt
1=

J T pJ—i+1
S Zs W) @) = e [y @ os)

i=1 =1

A graphical representation of the SDOM is given in Figure 5.1.

In [8, Lemma 4.3|, Grella and Schwab show that in their setting the convergence of the
SDOM deteriorates only by a logarithmic factor compared to the full DOM with physical
and angular resolutions equal to the highest resolutions used in the SDOM. The same
proof works in our case as well, but since the basic RTE solver is not a mere projection
of the true solution to some subspace, our notation will be somewhat different.

Let u : Q x S! be the exact solution and du;;(z,y) := u(z,y,s;) — ) ;(z,y). Further-
more, let du;(z,y,s) == u(z,y,s) — u; (z,y,s) where u; is the solution obtained with the
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basic RTE solver in any direction s € S'. We can then write

b/
u—Tgu(s1:) + ouri] — ...

lu — vl 2(axst) = 4
=1

I [pI-itt pI—it1
Z I:s; [u(s;) + oujg) — 1}; [w(sj1p(i—1)41) + OUj_1,b(i—1)41)
L2

(2xS1)

where u(s) is a shorthand notation for u(-, -, s). Since s;; = s, (i—1)41, the v in the sum
cancel, and the remaining terms can be rearranged to

bJ
!/
Ju —u[| L2(axsty < U_Iﬁ u(s1,4) +...

= L2(QxS1)

J=1|pr—j+1 pI—i b

s Ouji— Lg 0ujpi—1)+1 + |[Zs 0wy
. . 75 3

j=1 =1 =1 L2(QxS1) i=1 L2(QxSt)

b7 J-1 pI—i+1
< |lu— IS U(Sl,i) + Z (5Uj — IS (5Uj7i + ...

=1 L2(Qxst)  j=1 =1 L2(QxS?)

-1 b7~ b

Z duj — Lg 0ujp(i—1)+1 + || Zs 0ug

j=1 i=1 L2(QxS?) =1 L2(QxSh)

Inserting the known convergence rates for linear interpolation and the basic RTE solver,
and estimating the sums by their largest term, we get

J-1

lu = o[l 2 sty = O (072) + 30 (b—2<J—i+1>) O (27760 4.
j=1

J—1
—2(J—j) —j(k—1) —J(k—1)
j;o(b 9)0(23 )+0(2 )
=0 (J (b7 42770

Note that for this estimate to work, we have to assume the solution u and the error
functions du; to be at least C? in s. Compared to the convergence estimate for the DOM
which only required v € C?(S'), we thus have one additional smoothness assumption for
the SDOM. Since we know only very little about the structure of the error functions,
it is not a priori clear whether they exhibit the required smoothness properties even in
the case when the solution v does. We will come back to this issue when discussing
numerical findings in Section 6.4.

The following complexity estimate is nothing but a reformulation of [8, Lemma 3.1].
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Theorem 5.4.1 (Complexity of SDOM). The number of degrees of freedoms in the
SDOM is O (J%4 max{b,4}”).

Proof. Simply sum the numbers of degrees of freedom of the u;;:

J J 4 7
bJ—j-i-lO 4] -0 bJ-i-l <)
j; (47) ; ;

If we assume b # 4, we can continue with

g .
4 J 4J+1 . bJ+1
j=1
Otherwise, we get

J 4 7
o (v - | =04
> (4 -oww)
7=1
O
Thus, if we assume the above convergence estimate to be correct, we see that the

SDOM achieves a speedup of

o (Jébv‘1 max{b,4}J>

O( (7527 D)) _ ) (minfb, 437
O((4b)7) - J1H0b,4
O(b—zj_}_zf‘l(k—l))

as compared to the DOM.

5.5 Source Iterations
Finally, we are able to tackle the complete RTE including the scattering term:
S-Vu+/£u:f+/ ouds’

St
This problem can be solved using the source iteration method, which is:

o Set w/O)(z,y,s) =0.

e Fort=1,...,T, solve

s- V') 4 gu/® = f +/ o'V g’
Sl

using e.g. the DOM or SDOM based on the basic ridgelet RTE solver.
Obviously, the idea of the source iterations is that the u(®) will converge to the true
solution u for large enough . We are not aware of any mathematical results proving this

convergence or giving some estimates on the speed of convergence, but the numerical
findings presented in Section 6.5 will show that this method works fairly well.

44



6 Numerical Experiments

Some parameters of the previously developed theory remain constant throughout this
chapter. In order to avoid repeating them over and over again, we introduce them here:

e The real space domain is the unit square Q = [0,1] (i.e. Ly = L, = 1)

e Square frames with J, = J, = J, p, = py = 1 and square finite Fourier spaces
with N, = Ny, = N are used.

e The radial and spherical shape functions for the ridgelets are
. (T
Y Radial(T) = sin (5 U(@)

¢Spherical(x) = U(l - ‘r)

with the helper polynomial v : [0, 1] — [0, 1] given by
v(z) == 352" — 842° 4 702° — 2027

This choice is very similar to the one made in [2], which in turn took the polynomial
v from [3].

e Since three-dimensional functions are difficult to visualize, we will only look at the
incident radiation
Glul(x,y) ::/ u(z,y,s)ds
Sl
when solving the multi-directional RTE. Note that both the DOM and SDOM
produce solutions which are piecewise linear in s, therefore we can compute the
above integral exactly for these functions.

6.1 Convergence Of CG

The speed of the basic solver presented in Section 5.1 depends crucially on how fast the
CG iterations converge. Therefore, we investigate the convergence of this method when
applied to equations (5.1) and (5.1).

From theory we know that the error ey := ||z — A7'b|| in the k-th CG iterand zy
decays with O(p'éG) where the error reduction constant pcg is given by

_ VEcag — 1
VEca +1

pCG
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Figure 6.1: Convergence of CG applied to the Fourier space RTE (5.1) using N = 64,
s = (cos(e),sin(¢))T, k =1 and f(z,y) = e 100(@=05)*+(u=05%)  The con-
dition number is bounded by 1+ 472 ~ 40.5 which gives an expected rate of
convergence of pog ~ 0.73.
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Figure 6.3: Eigenvalues of Dr¢g 0 Tfs™ o Tfs o Drgs for N, = Ny = 64, k = 1 and s =
: T
(cos(¢), sin(¢))" -
(kcg denotes the condition number kcg := ||A||[|[A7Y|.) In the case of constant absorp-

tion coefficient r, the operator used in the Fourier space RTE (5.1) becomes diagonal
and can be analytically computed.

(Drgs © TEs™ o Tfs o Drgs) [f1(2, 4) = d (a(2, 9)) f(&,9)
(2ra)? + K2

with a(d,g) =5 (@39)", d) =G

Therefore, also bounds for the condition number can be analytically computed.

max d(a) 2 A2
kog < S =1+max{2,2}
414" K

The ridgelet preconditioner (5.1) can be viewed as a coarser version of the Fourier one
(5.1), thus one expects the condition number for the ridgelet RTE (5.1) to be worse but
similar to the one shown above.

In conclusion, the above theory tells us that the rate of convergence of the CG method
depends on the absorption coefficient x, which is what we observe in practice. However,
Figures 6.1 and 6.2 show that the rate of convergence also depends heavily on the
transport direction s: If we transport along the axes or diagonals, the convergence rate
is much faster than what theory predicts, while otherwise the theoretical bound is quite
sharp (often even sharper than what is shown in Figure 6.1). A possible explanation for
this behaviour could be the clustering of eigenvalues: CG is known to converge much
faster if the eigenvalues of the coefficient matrix are clustered around some few points
[9]. In our case, this situation occurs if we let e.g. s = (1,0)7, because then all Fourier
space points with same Z lead to the same eigenvalue d(&). On the other hand, if the
greatest common divisor of s, and s, is very small (or even inexistent), a attains a lot
more values and so the eigenvalues are scattered over the entire range. Figure 6.3 nicely
shows this for the operators encountered in Figure 6.1.
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6.2 Convergence Of Basic RTE Solver

We tested the convergence theory from Section 5.2 with the following scheme:
e Fix x and s to some constant value (x = 8 and s = (1,0)” in our case)

e Construct a polynomial solution u with known smoothness H” across the boundary
of [0,1]?

e Compute f for the chosen values of x, s and u.

e Estimate the convergence rate p such that the error of the ridgelet based RTE
solver is approximately O (p‘] ) for J=0,...,5

In this way, we obtained the following convergence rates:

ko2 [ 3] 4 | 5
P

2
0.53 | 0.25 | 0.086 | 0.058

The p for k = 2,3,5 agree with the predicted p = 2=*~1) with reasonable accuracy.
The convergence rate for k& = 4 is actually closer to the one predicted for £k = 4.5
(2=(45=1) ~ 0.088). The reason for this deviation is unclear, yet it does not contradict
our theoretical findings and the result for £k = 5 shows that there is no systematic
deviation.

Figure 6.4 gives further examples of convergence rates. In particular, Figure 6.4b shows
that the magnitude of the jump in one of the derivatives influences the convergence rate
as well: If we increase the jump in &, the kink in u at x = 0.4 becomes more pronounced
and the convergence rates approaches p = 0.5. If the kink in u is only small, however,
the convergence rate can be significantly better.

6.3 General Dirichlet Boundary Conditions

Assuming that x and f are constant in the transport direction s, it is easily checked that
the solution of the mono-directional RTE

s-u+rku=f

is given by
— —ks(z,y)T f
u(z,y) = Az, y)e RO (6.3.1)
where A(z,y) is a function determined by the boundary conditions which may only
vary in the direction orthogonal to s. This result can be used to generalize the basic
RTE solvers from Section 5.1 which require periodic boundaries to arbitrary Dirichlet
boundary conditions as follows.
Assume we want to impose Dirichlet boundary conditions

u(z,y) =I'(z,y)
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Figure 6.4: (Continued on next page)
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1 Jx—03]<01A]y—0.3]<0.1
0 otherwise

-1
10

6 Heasured
[ I
0.67

1 Jz—-03]<01Aly—0.5]<0.1
0 otherwise

(d) §= (lvO)Tv k=38, f(x’y) _{

Figure 6.4: Convergence of the ridgelet based basic method as a function of the frame
size J. The error was computed as the difference in Fourier space norm to
the “exact” solution obtained with J = 6, which is shown in real space on the
left. CG iterations were aborted once either the relative residual (measured
in ridgelet coefficient space) dropped below 10~% or 100 iteration steps were
executed.
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(a) Periodic boundaries on [0, 1]? (b) Homogeneous boundaries on [0, 0.8]

Figure 6.5: Imposing homogeneous boundary conditions by increasing s near the bound-
aries. In both plots,

Fz,y) = 67300((:v70.2)2+(y70.4)2)

On the left, x(x,y) = 1, whereas on the right

( ) 1 zzZ08Ay <08
Kk(x,y) =
Y 30 otherwise
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(a) Nonhomogenous boundaries on [0, ]2 (b) Plot of the f used in (a)

L2 T T T T T
——— Effective
— ——Desired
L 1
0.8 -

0.6 —

0.4 —

Boundary value

0.2 -

o=

0.2 I ! I ! ! I ! I !
-1 0,8 -0,6 0.4 0.2 0 0,2 0.4 0,6 0.8 1

Baundary

(¢) Comparison between the effective boundary conditions and the desired ones. In the above
plot, the negative half axis shows the cross section along the line from (0,7) to (I,1), and the
positive half axis from (I,1) to (1,0). The blue line shows the effective value of u, the dashed
line the boundary conditions we wanted to impose.

Figure 6.6: Imposing nonhomogeneous boundary conditions by choosing suitable values
for £ and f near the boundaries. s ~ (—0.37,—0.93)7, i.e. the radiation is
transported from top right to down left. The expression for f is complicated,
but the resulting function is shown in (b).

(2.7) 8 zxz<IlNny<l
k(x,y) =
Y 40 otherwise

with [ =~ 0.8047. [ was chosen such that the inflow boundary lies on a grid
point of the ft.

93



1 i )
0,15 .
0.3 0,9
0.8 i 0,8 i
0.7 0,7
0,1 .
0.5 0.6
0.5 0.5
0.4 0.4
0.3 008 0.3 -
0.2 0.2
0.1 0.1
0 o 0
o 0.2 0.4 0.5 0.8 1 [ 0.2 0.4 0.6 0.8 1

(a) Nonsmooth boundary (b) Smooth boundary
1 1 = '
0.3 0.3
0.8 3 0.8 [
0.7 0.7
0.5 0.5
0.5 0.5
0.4 0.4
0.3 0.3
0.2 0.2
0.1 0.1
00 0.2 0.4 0.5 0.8 1 00 0.2 0.4 0.6 0.8 1
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In (a),

( ) 1 zzZ508Ay <08
k(z,y) =
Y 30 otherwise

whereas in (b)

—50 \1—0.9\+6—50 \y—O.Q\))Q

k(x,y) =1+T79 e~ (5 los(e
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on the inflow boundary of Qp;richier := [0,1]? where [ € (0,1). In order to do so, we run
the basic solvers on the larger domain € := [0,1]2. On the newly added Boundary =

Q\ Qpirichiet; We S€t K |Qp,unaar, t0 sSOme (large) constant &poundary, Whereas

f(xa y) ‘= KBoundary F(:L’ +t8z,y + tsy)

for (z,y) € QBoundary and

t:min{t’ cR | (:ac—l—t'sz mod 1, y + ¢’ s, mod 1) lies on the }
inflow boundary of Qpirichiet

With these choices, we get that u |op,,,4.,, 15 Of the same form as (6.3) where only
A(z,y) depends on the value of u on the inflow boundary of Qpoundary (Which is the
same as the outflow boundary of Qpjrichier). The influence of the radiation leaving
Qpirichier 1s thus reduced by a factor of at least e~ #Boundars(1=1) hefore it enters Qpjrichiet
again. The second term, on the other hand, is simply I'(z + ts;,y + tsy), so we see
that we can impose the boundary conditions with arbitrary precision by choosing large
enough values for kpoundary- This procedure is illustrated in Figures 6.5 and 6.6.

Of course, more complicated choices of k |, . dary 0 f |0 50un dary 7€ POssible. Since
jumps in k and f limit the smoothness of the solution and thus the convergence of the
method, it would for example be desirable to have them vary more smoothly across the
boundaries of Qpirichic- While it is hard to derive a recipe that gives smooth k and f
for all possible boundary conditions, important special cases like homogeneous boundary
conditions are easy to impose with smooth parameters, see Figure 6.7.

6.4 Convergence Of SDOM Compared To DOM

When deriving the DOM and SDOM, we showed that their convergence estimates differ
only in a logarithmic factor. This theoretical result was put to the test in Figure 6.8.

Figures 6.8a and 6.8b show that the results holds approximately true in the case of
perfectly smooth functions. For nonsmooth solutions (6.8c and 6.8d), the convergence
rate of the SDOM is much worse, however, and Figure 6.10 shows that this method
produces strong nonphysical artifacts.

To the best of our knowledge, the only weakness in the derivation of the convergence
estimate for the SDOM was that we assumed the error functions du; to be C? in angle
(remember the discussion in Section 5.4). Thus, it seems reasonable to explain our
observations with deficient smoothness of the error functions in this case.

6.5 Source lterations

Figure 6.11 shows the solutions of the complete RTE and the convergence of the source
iterations for two different values of . We observe exponential convergence in both cases,
but the rate of convergence deteriorates with increasing o. Since the source iterations
are a fixed-point iteration and o is proportional to the change in the right hand sides
between consecutive source iteration steps, both findings were to be expected.
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Figure 6.8: Convergence of DOM and SDOM. In all plots, = 4. In (a) and (b), the
source term was

f(l',y, SD) _ e—300(($—0.5)2+(y—0.5)2> 672min{g0,27774p}

whereas in (c¢) and (d)
f(z,y, ) =max{0,1 —6 (|Jx — 0.5| + |y — 0.5])} e~ 2min{p,2m—¢}

N, = 47 for the DOM and b = 4 for the SDOM was used. The error was
measured as ||Gu](z,y) — G[u](z,y)||q where @ denotes the solution obtained
with the indicated parameters and u the reference solution obtained by the
DOM with J = 5.

CG iterations were aborted once either the relative residual (measured in
ridgelet coefficient space) dropped below 10~ or 100 iteration steps were
executed.
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(b) DOM - SDOM
Figure 6.9: Plot of the incident radiation G[u] for k = 4 and

Fx,y, ) = o300 ((2-0.5)>+(y—0.5)?) ,—2min{p2r—¢}

(a) shows the incident radiation obtained with the DOM using J = 5 and
N; = 45. (b) shows the difference between the DOM solution showed in (a)
and the SDOM solution obtained with J =5 and b = 4.

CG iterations were aborted once either the relative residual (measured in
ridgelet coefficient space) dropped below 10~ or 100 iteration steps were
executed.

o7



0,035

0,03

0,025

0,02

0,015
0,01

0,005

0,055
0,05
0,045
0,04
0,035
0,03
0,025

0,02

0,015
0,01

0,005
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Figure 6.10: Plot of the incident radiation G[u] for k = 4 and
Flz,y,©) = max{0,1—6 (|z — 0.5 + |y — 0.5])} e~ 2min{w.2r—¢}

(a) shows the incident radiation obtained with the DOM using J = 5 and
N, = 45, (b) the SDOM solution with J =5 and b = 4.

CG iterations were aborted once either the relative residual (measured in
ridgelet coefficient space) dropped below 1078 or 100 iteration steps were
executed.
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(a) Solution without scattering

(b) The parameters of the problem.

Figure 6.11: (Continued on next page)
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(c) Solution with o = 0.2 after 10 source iteration steps

(d) Solution with o = 0.5 after 40 source iteration steps

Figure 6.11: (Continued on next page)
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(e) Convergence for o = 0.2 (f) Convergence for ¢ = 0.5

Figure 6.11: Scattering of radiation around an obstacle. Plots (a), (c¢) and (d) show the
incident radiation for three different value of the scattering coefficient ¢. In
(b), the f and  are illustrated: The red line on the left shows the shape of
the source term
f(SU y QD) _ 6—500(:70—0.15)2—10rnin{<,0,27r—go}2
for some constant ¢. The light blue area in the middle represents the
obstacle which corresponds to the second term in

K(z,y) = 2 + 18 ¢ 2000 (2=0.4)1-1000(y=05)* 4 gg (=900 (+~0.9)*

The last term in k, shown in dark blue in (b), was introduced in order to
avoid that radiation flows across the y-boundary (Compare also with Figure
6.7). Plots (e) and (f) show the convergence of the source iterations for the
two nonzero values of 0. The error was measured as the difference to the
solution after 10 (e) or 40 (f) source iteration steps.

We used the SDOM with J =5 and b = 4 to solve the RTE for each source
iteration step. CG iterations were aborted once either the relative residual
(measured in ridgelet coefficient space) dropped below 10~* or 100 steps
were executed.
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7 Conclusion

In this bachelor thesis, we devised and studied a ridgelet discretization of the radiative
transport equation. For that purpose, we constructed a ridgelet frame and showed that
it is large enough to resolve functions without loss of information. We derived and
implemented efficient algorithms for the ridgelet transforms, and we showed how they
can be used to discretize the RTE at various levels of generality. All of the proposed
methods have been successfully tested in numerical experiments, the most important of
which was to show that the ridgelet preconditioner proposed and proven theoretically in
[1] also works in practice.

This is the first such preconditioner, and its existence raises hope that it is possible to
successfully combine the ridgelet discretization with adaptive solvers for linear systems
like (5.1), i.e. solvers which only keep track of the most important instead of all coeffi-
cients. Such solvers have been proposed already ten years ago, see e.g. [10, 11, 12]). It
is a topic of current research by Philipp Grohs and Axel Obermeier to prove the conver-
gence and complexity results from these papers for a ridgelet based adaptive solver for
the RTE.
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